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Abstract—Various applications of molecular communications (MC) are event-triggered, and, as a consequence, the prevalent Shannon capacity may not be the right measure for performance assessment. Thus, in this paper, we motivate and establish the identification capacity as an alternative metric. In particular, we study deterministic identification (DI) for the discrete-time Poisson channel (DTPC), subject to an average and a peak power constraint, which serves as a model for MC systems employing molecule counting receivers. It is established that the number of different messages that can be reliably identified for this channel scales as $2^{(n \log n)R}$, where $n$ and $R$ are the codeword length and coding rate, respectively. Lower and upper bounds on the DI capacity of the DTPC are developed.

I. INTRODUCTION

Molecular communication (MC) is a new paradigm in communication engineering where information is transmitted via signaling molecules [1]. Information-theoretical analysis of MC systems is useful for the characterization of their performance limits, guiding MC system design and assessing the efficiency of practical designs against these performance limits. In particular, one of the basic abstract models for MC systems with molecule counting receivers is the discrete-time Poisson channel (DTPC) model [2]. The DTPC model has been used to study the performance limits of MC systems.

Various applications of MC within the framework of sixth generation wireless networks (6G) [3] are associated with event-triggered systems, where Shannon’s message transmission capacity, as considered in [2], may not be the appropriate performance metric. In particular, in event-detection scenarios, where the receiver wishes to decides about the occurrence of a specific event in terms of a reliable Yes/No answer, the so-called identification capacity is the relevant performance measure [4], see [3] for MC scenarios for DI.

While in Shannon’s communication paradigm [3], the sender, encodes her message in a manner that the receiver can perform reliable detection, in the identification setting [4], the coding scheme is designed to accomplish a different objective, namely, to determine whether a particular message was sent or not. In the DI problem, the codewords are selected via a deterministic function from the messages. DI may be preferred over randomized identification (RI) [4] in complexity-constrained applications of MC systems, where the generation of random codewords is challenging. The DI problem performs reliably detection, in the identification setting [4], see [3] for MC scenarios for DI.

While in Shannon’s communication paradigm [3], the sender encodes her message in a manner that the receiver can perform reliable detection, in the identification setting [4], the coding scheme is designed to accomplish a different objective, namely, to determine whether a particular message was sent or not. In the DI problem, the codewords are selected via a deterministic function from the messages. DI may be preferred over randomized identification (RI) [4] in complexity-constrained applications of MC systems, where the generation of random codewords is challenging. The DI for discrete memoryless and Gaussian channels is studied in [6], where the codebook size scales exponentially and super-exponentially, i.e., $\sim 2^{nR}$ and $\sim (n \log n)^R$, respectively.
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II. SYSTEM MODEL AND PRELIMINARIES

A. System Model

Let $X \in \mathbb{R}_{\geq 0}$ and $Y \in \mathbb{N}_0$ denote random variables (RVs) modeling the rate of molecule release by the transmitter and the number of molecules observed at the receiver, respectively. For the DTPC, the channel model reads $Y = \text{Pois}(\rho X + \lambda)$, where $\rho X$ and $\lambda \in \mathbb{R}_{\geq 0}$ represents the mean number of observed molecules due to release by transmitter and interfering molecules, respectively; see [3] for further details. The letter-wise conditional distribution of the DTPC output is given by $W(y|x) = e^{-(\rho x + \lambda)}(\rho x + \lambda)^y/y!$. We assume that different channel uses are orthogonal. Hence, for $n$ channel uses, the transition probability law reads

$$W^n(y|x) = \prod_{t=1}^{n} W(y_t|x_t) = \prod_{t=1}^{n} e^{-(\rho x_t + \lambda)}(\rho x_t + \lambda)^{y_t}/y_t!,$$

The codewords are subject to peak $P_{\text{max}} > 0$ and average power $P_{\text{avg}} > 0$ constraints, where they restrict the rate of molecule release per channel use and over the entire $n$ channel uses in each codeword, respectively; see Section II-B.

B. DI Coding For The DTPC

Definition 1 (Poisson DI Code). An $(L(n,n),\lambda_1,\lambda_2)$ DI code for a DTPC $W$ under average and peak power constraints of $P_{\text{avg}}$ and $P_{\text{max}}$, respectively, and for integer $L(n,n)$, where $n$ and $R$ are the codeword length and coding rate, respectively, is defined as a system $(\mathcal{U}, \mathcal{D})$ which consists of a codebook $\mathcal{U} = \{u_i\}_{i \in [L]} \subset \mathbb{R}_+^n$, such that $0 \leq u_i, t \leq P_{\text{max}}$ and $n^{-1} \sum_{t=1}^{n} u_i, t \leq P_{\text{avg}}, \forall i \in [L], \forall t \in [n]$, and a collection of decoding regions $\mathcal{D} = \{D_i\}_{i \in [L]}$ with $\bigcup_{i=1}^{L(n,n)} D_i \subset \mathbb{N}_0^n$. The error probabilities of $(\mathcal{U}, \mathcal{D})$ reads

$$P_{\text{e},1}(i) = 1 - \sum_{y \in D_i} W^n(y | u_i), \quad P_{\text{e},2}(i,j) = \sum_{y \in D_j} W^n(y | u_i),$$

where $P_{\text{e},1}(i) \leq \lambda_1$ and $P_{\text{e},2}(i,j) \leq \lambda_2, \forall i, j \in [L]$, such that $i_1 \neq i_2$, and arbitrary $\lambda_1, \lambda_2 > 0$. A rate $R > 0$ is called achievable if for arbitrary $\lambda_1, \lambda_2 > 0$ and sufficiently large $n$, there exists an $(L(n,n),\lambda_1,\lambda_2)$ DI code. The operational DI capacity of the DTPC, $C_{\text{DI}}(W,L)$, is the supremum of all achievable rates.

Fig. 1. End-to-end transmission chain for DI communication in a generic MC system modelled as a DTPC. The transmitter maps message $i$ onto a codeword $c_i = (c_{i,t})_{t=1}^{n}$. The receiver is provided with an arbitrary message $j$, and given the channel output vector $Y = (Y_t)_{t=1}^{n}$, it asks whether $j = i$ or not.
Theorem 1 The DI capacity of the DTPC \( W \) subject to average and peak power constraints of the form \( n^{-1} \sum_{t=1}^{n} u_{t} \leq P_{\text{ave}} \) and \( 0 \leq u_{t} \leq P_{\text{max}} \), respectively, in the super-exponential scale, i.e., \( L(n, R) = 2^{(n \log n) R} \), is bounded by
\[
\frac{1}{4} \leq C_{\text{DI}}(W, L) \leq \frac{3}{2}.
\]

Proof. The proof of Theorem 1 consisting of achievability and converse, is given in Sections III-A and III-B, respectively.

A. Achievability

1. Step 1: We propose a codebook construction and derive an analytical lower bound on the corresponding codebook size using inequalities for sphere packing density.

2. Step 2: To prove that this codebook leads to an achievable rate, we propose a decoder and show that the corresponding type I and type II error rates vanished as \( n \to \infty \).

Codebook Construction: Let \( A = \min (P_{\text{ave}}, P_{\text{max}}) \). We use a packing arrangement of non-overlapping hyper spheres of radius \( r_{0} = \sqrt{\frac{\epsilon}{n}} \) in a hyper cube with edge length \( A \), where \( \epsilon > 0 \) is a fixed constant and \( 0 < b < 1 \) is arbitrarily small. Therefore, by setting \( L(n, R) = 2^{(n \log n) R} \) and \( r_{0} = \sqrt{\frac{\epsilon}{n}} \), we have
\[
R \geq \frac{1}{n \log n} \left( \frac{1}{4} \right) n \log n + n \log \left( \frac{A}{\epsilon} \right) + o(n),
\]
and obtain \( R \geq \frac{1}{2} \) for \( n \to \infty \) and \( b \to 0 \); see [3] for details.

Encoding: Given message \( i \in [L] \), transmit \( u_{i} \).

Decoding: If \( \delta_{i} = c \rho^{2} \epsilon_{n} = c \rho^{2} an^{b-1} \) where \( 0 < b < 1 \) is arbitrarily small and \( 0 < c < 2 \) is a constant. To identify whether message \( j \in [L] \) was sent, the decoder checks whether the channel output \( y \) belongs to the following decoding set:
\[
D_{j} = \{ y \in [0]^{n} : |D(y; u_{j})| \geq \delta_{i} \}, \text{ where } D(y; u_{j}) = n^{-1} \sum_{t=1}^{n} |(y_{t} - (pu_{i,t} + \lambda)|^{2} - (pu_{i,t} + \lambda)|^{2}.
\]

Error Analysis: First, consider type I errors, i.e., the transmitter sends \( u_{i} \), yet \( y \not\in D_{i}, \forall i \in [L] \). The type I error probability is given by
\[
P_{e,1}(i) = \Pr(|D(Y; u_{j})| > \delta_{i} | u_{j}),
\]
where the condition means that \( x = u_{i} \) was sent.

Next, consider type II errors, i.e., when \( Y \notin D_{j} \) while the transmitter sent \( u_{i} \). Then, for every \( i, j \in [L] \), where \( i \neq j \), the type II error probability is given by
\[
P_{e,2}(i, j) = \Pr(|D(Y; u_{j})| \leq \delta_{i} | u_{j}).
\]

Applying the Chebyshev’s inequality and using standard techniques, we establish the following bounds on (1) and (2):
\[
P_{e,1}(i) \leq O(n^{-b}) \leq \lambda_{1}, \quad P_{e,2}(i, j) \leq O(n^{-b}) \leq \lambda_{2},
\]
for sufficiently large \( n \) and arbitrarily small \( \epsilon_{1}, \epsilon_{2} > 0 \); see [3] for derivations. We have thus shown that \( \forall \lambda_{1}, \lambda_{2} > 0 \) and for sufficiently large \( n \), there exists an \( (L(n, R), n, \lambda_{1}, \lambda_{2}) \) code.

B. Converse

1. Step 1: We show in Lemma 1 that for any achievable rate (for which the type I and II error probabilities vanish as \( n \to \infty \)), the distance between any selected entry of one codeword with any entry of another codeword should be at least larger than a threshold.

2. Step 2: Employing the Lemma 1, we derive an upper bound on the codebook size of achievable DI codes.

Lemma 1. Suppose that \( R \) is an achievable rate for the DTPC. Consider a sequence of \( (L(n, R), n, \lambda_{1}(n), \lambda_{2}(n)) \) codes \( (U^{(n)}, D^{(n)}) \) such that \( \lambda_{1}(n) \) and \( \lambda_{2}(n) \) tend to zero as \( n \to \infty \).

Then, given a sufficiently large \( n \), the codebook \( U^{(n)} \) satisfies the following property. For every pair of codewords, \( u_{i_{1}} \) and \( u_{i_{2}} \), there exists at least one letter \( t \in [n] \) such that \( |1 - (pu_{i_{1},t} + \lambda)/(pu_{i_{1},t} + \lambda)| > \epsilon_{1} \), \( i_{1}, i_{2} \in [L] \), such that \( i_{1} \neq i_{2} \), with \( \epsilon_{1} = P_{\max}/n^{1+b} \), where \( b > 0 \) is arbitrarily small constant.

Proof. Fix \( \lambda_{1}, \lambda_{2} > 0 \). Let \( \kappa > 0 \) be arbitrarily small constants. Assume to the contrary that there exist two messages \( i_{1} \) and \( i_{2} \), where \( i_{1} \neq i_{2} \), meeting the error constraints, such that for all \( t \in [n] \), we have \( |1 - v_{i_{1},t}/v_{i_{1},t}| \leq \epsilon_{n} \), where \( v_{i_{1},t} = \rho u_{i_{1},t} + \lambda \), \( k = 1, 2 \). In order to show contradiction, we exploit the continuity of the Poisson law and show that the sum of the two error probabilities, \( P_{e,1}(i_{1}) + P_{e,2}(i_{2}, i_{1}) \), converges to one from below, i.e., \( \lambda_{1} + \lambda_{2} \geq P_{e,1}(i_{1}) + P_{e,2}(i_{2}, i_{1}) \geq 1 - 2\kappa \), where \( \kappa > 0 \) is arbitrary small; see [3] for detailed derivation.

Clearly, this is a contradiction and the proof is completed.

Using Lemma 1, we obtain \( \|u_{i_{1}} - u_{i_{2}}\| \geq |u_{i_{1},t} - u_{i_{2},t}| > \epsilon_{1}/\rho \). Thus, we can define an arrangement of non-overlapping spheres \( S_{i_{1},(n, \epsilon_{n})} \). Hence, by setting \( L(n, R) = 2^{(n \log n) R} \) and \( r_{0} = \lambda \epsilon_{n}/2 = \lambda P_{\max}/2n^{1+b} \), we have
\[
R \leq \frac{1}{n \log n} \left( \frac{1}{2} + (1 + b) \right) n \log n + O(n),
\]
and obtain \( R \leq \frac{1}{2} \) for \( n \to \infty \) and \( b \to 0 \); see [3] for details.
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